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Abstract 

The properties of proton-antiproton imemctions in which the total transverse energy exc& 400 GeV 

am described. These events have been recorded at the Fermilab Tevauon collider operating at a center-of- 

mass energy of 1.8 TeV. The differential cross-section, jet rates, jet transverse-momenmm and pseudo- 

rapidity distributions, single-jet shapes. and the multi-jet ram and kinematics are compared with QCD 

predictions. There is no evidence for a significant deviation hum standard model expectations that would bc. 

signalled by the presence of an excess of isolated high transverse-momentum leptons or photons, or an 

excess of events with unusual jet rates or characteristics. 

PACS numbers: 12.38.Qk. 13.87.Ce. 13.85.Rm 

I. INTRODUCTION 

The Collider Detector at Fermilab’ (CDF) has taken data at the Fermilab Tevatron proton- 
antiproton collider operating at a center-of-mass energy of 1.8 TeV. This is the highest pp collision 
energy currently available in the laboratory. In this paper we describe the properties of the events 
recorded by CDF which have the highest observed total transverse energies, 

D+ 3 &Sin@ > 400 GeV, 
1 

where the sum is over all calorimeter cells in the detector, Ei is the energy deposition recorded by 
the i* cell, and the angle 8, is the angle between the pp collision axis and a vector pointing from 
the interaction vertex to the energy deposition in the i” cell. The data sample corresponds to an 
integrated luminosity of 4.0 * 0.3 pb-‘. The rates and properties of these events are compared with 
the predictions of Quantum Chromodynamics (QCD). 

Within the framework of QCD, events with large ZE, arise from hard scattering of the 
constituent partons in the proton and antiproton. The outgoing scattered partons manifest 
themselves as hadronic jets. The resulting events are therefore expected to contain two jets with 
large components of momentum transverse to the beam axis (pr). Higher order QCD corrections to 
the basic parton-parton scattering process can give rise to further high-pr jets in the final state, 
resulting in more complicated event topologies. The observed ZE, spectrum, together with the 
number and characteristics of the jets observed in the high-=, event sample, can be compared 
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with expectations to see if the “hottest events” produced in the highest energy pp collisions are 
described by QCD. 

II. THE CDF DETECTOR 

The CDF detector, described in detail in ref. 1, is a general purpose magnetic detector designed 
to measure high energy pp collisions. In the following a brief description is given of the main 
detector components relevant to the present analysis. Figure 1 shows a schematic of the detector 
which provides charged particle tracking, fine grained elecuomagnetic and hadronic calorimetry, 
and muon detection. 

A. Tracking 

Immediately outside of the beam pipe a system of eight vertex time projection chambers 
(VTPC) tracks charged particles at angles greater than 3.5” from the beam axis. The VTPC 
chambers contain 3072 sense wires and 3072 pads for measurement of track coordinates projected 
onto the R-Z and R-4 planes respectively, where R is the radial distance from the beamline, Z is the 
distance along the beamline from the detector center, and I$ is the azimuthal angle. The VTPC is 2.8 
m long giving good coverage of the interaction region (oz = 30 cm). The active region of the 

chambers extends from R = 6.8 cm to R = 21 cm, and provides a single-hit precision of 200 - 500 
ttm, and a two-track resolution of 6 mm in the R-Z plane. This enables the interaction vertex to be 

accurately located, and events with two primary vertices to be recognized with good efficiency. 

At larger radii the Central Tracking Chamber (CTC) provides a precision momentum 
determination of charged particles. Track curvature is measured in a uniform 1.41 T solenoidal 
magnetic field coaxial with the beam axis. The CTC is a 3.2 m long cylindrical drift chamber with a 
radius of 1.3 m, and covers the angular interval 40” < 13 < 140°, where 9 is the polar angle. This 
corresponds to the pseudorapidity interval I~I[ < 1, where r~ r -ln(tane/2). The CTC contains 84 

layers of sense wires grouped into 9 superlayers. Five of the superlayers consist of 12 axial sense 
wire layers, the other four superlayers consist of 6 layers of sense wires tilted by So relative to the 
beam direction. The chamber provides a momentum resolution of 6pr/p# 2 0.002 (GeV/c)-t for 

isolated charged tracks. 

B. Calorimetry 

The CDF calorimeters are constructed in a tower geometry and cover the region lql < 4.2. The 
coverage of the calorimeter towers in n-o space is shown in Fig. 2. Each tower has an 
electromagnetic (EM) calorimeter cell at the front and a hadronic calorimeter cell at the back. This 
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enables a detailed comparison of eiecaomagnetic and hadronic energy on a tower-by-tower basis. 
The towers are projective, pointing back to the interaction region, and are 0.1 units wide in q. The 
tower widths in azimuthal angle are 15’ in the central region (Ql < 1.1 for the EM cells and lnl < 
1.3 for the hadron cells) and 5O at larger 1111. The EM calorimeter cells are constructed from active 

sampling layers sandwiched between lead radiator plates. The active layers are scintillators in the 
central region and gas proportional chambers for Iql > 1.1. In the central region a proportional 
snip chamber is located at a depth of 6 radiation lengths, corresponding to the depth of maximum 
energy deposition in an electromagnetic shower. This enables transverse shower profiles to be 
measured, and showers to be located with a precision of ?2 mm. The hadron calorimeter cells also 
use scintillator as the active medium in the central region and gas proportional chambers for 1h-l > 
1.3. In both cases the active layers are sandwiched between iron absorbers. In the central region 
TDCs record the time at which the energy deposition in the hadron calorimeter cells occurred This 
enables rejection of spurious energy depositions which are not in-time with the beam-beam 
crossing. These result from cosmic ray interactions in the hadron calorimeters. The energy 
resolution of the EM calorimeter for electrons is given by o# = O.135/&r 0 0.02 in the central 
region and GE/E = 0.28/dE 0 0.02 at lql > 1.1, where the 0 symbol indicates that the constant 

term is added in quadrature. The corresponding pion energy resolution of the hadron calorimeter is 
GE/E = 0.75/dE 0 0.03 in the central region and 0.9/I/E 0 0.04 at InI > 1.3. 

C. Muon Detection 

Muons with pr in excess of about 2 GeV/c are detected in the central region by four layers of 
drift chambers located outside of the hadron calorimeters and covering the angular region 56O < 8 

c 124”. Within this angular interval, allowing for the spaces between chambers, the average 
coverage is 84%. The four layers measure points along the uajectories of particles that penetrate the 
calorimeters with a precision of 250 l.trn in the @ direction and 1.5 mm in the Z direction. 

D. The ZE, Trigger 

Scintillation counters arranged in a rectangle around the beam pipe and covering the angular 
interval from 0.3’ to 4.5’ and from 355.5’ to 359.7’ provide a “minimum bias” trigger, which is 
satisfied if at least one scintillation counter on each side of the interaction region is above threshold 
within a 15ns window centered on the beam-beam crossing time. Events satisfying the minimum 
bias uigger are then considered by the higher levei trigger logic in CDF. 

The EEr trigger exploits the projective geometry of the calorimeter towers. Both hadron and 
EM calorimeter cells are summed into logical trigger ceils with widths An = 0.2 and At) = 15O. 
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This results in a representation of the entire detector as a 42 x 24 matrix in n-$ space for both the 
hadronic and EM caiorimeters. Outputs from all phototubes are brought to the counting room 
individually and summed in groups corresponding to the trigger cells. Outputs from the gas 
calorimeters are summed into logical trigger towers by the front end elecnonics. The signals are 
weighted by sin 8 to estimate the transverse energy E, deposited in each trigger cell. The sum over 
ail hadronic and EM trigger cells, each above an E, threshold of 1 GeV, was used to provide an 
estimate of the Xq in the event. The high-ZE, data sample described in this paper was obtained 
using one of two triggers: the TOTAL-ET-120 and TOTAL-ET-150 triggers which required XET 

in excess of 120 GeV and 150 GeV respectiveiy. During one-half of the data taking period the 
TOTAL-ET-120 trigger also required events to have ZE, > 40 GeV computed online by a 

microprocessor farm, where the sum was over individual hadronic and electromagnetic calorimeter 
cells exceeding an E, threshold of 1 GeV. 

III. JET RECONSTRUCTION 

High-q events are expected to contain high-p, hadronic jets which result in localized energy 

depositions in the CDF calorimeters. Jets are reconstructed using an algorithm which forms 
clusters from the recorded energies deposited in the calorimeter towers. 

The CDF jet algorithm begins by searching for calorimeter towers with E, > 1 GeV. These 
seed towers are grouped together to form clusters if their separation in r~-$ space AR < R,,, where 
AR q (A$ + A(rz The separation R, = 0.7 is used for the analysis described in this paper. The 
cluster directions in n-o space are computed from the E, weighted center-of-gravities of the 
constituent tower energy depositions. Additional towers with E, greater than a thteshold ET0 are 

added to the clusters if their separation AR < Ru. In the present analysis ETn was set equal to 0.5 

GeV. The cluster directions are then recomputed and the lists of additional towers are recalculated 
using the new cluster directions. The process of recomputing the additional tower lists and the 
resulting cluster directions is repeated until the list of towers associated with each cluster remains 
unchanged in two consecutive passes. At the end of this process towers can in principle be 
assigned to more than one cluster. If this happens then the two overlapping clusters are merged if 
more than 75% of the ET of the lowest E, cluster is in the overlapping region. If this is not the case 
then the towers in the overlap region are assigned to the nearest cluster inn-@ space. 

The energy and momentum of each reconstructed jet are computed from the energy depositions 
in the associated cluster cells: 
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(E,, pi. P;, P;) = (‘&i 3 $ : 
N 

E,smO,cos& , xEisinO:sin$ , zEicos0i > 
1 L 

In the present analysis jets have been retained if they have pi > 10 GeV/c and 1~1 < 2 unless 
otherwise stated. Further details about the CDF jet reconsrmction algorithm can be found in ref. 2. 
Note that in the analysis presented in the present paper jet energies and momenta have not been 
corrected for detector effects; uncorrected jet properties are. compared with predictions in which the 
effect of the detector has been taken into account using a simulation of the CDF detector as 
described in section IV. 

IV. MONTE CARLO PREDICTIONS 

We would like to know if the rate and detailed properties of the high-Z% events observed by 
CDF are consistent with QCD expectations. To address this question we compare uncorrected 
measured distributions with QCD predictions obtained by using the HERWIG event generator 
(version 4.3) together with a simulation of the CDF detector. 

A. The HERWIG Xlonte Carlo 

HERWIG is a leading-order parton shower Monte Carlo that includes both initial and final state. 
gluon radiation. Gluon emission is described by successive branchings for which the available 
phase space is reduced to an angular-ordered region in which the branching angles decrease as one 
moves away from the hard vertex. Outside of this angular-ordered region the coherence of different 
emission diagrams leads to destructive interference and to leading order the azimuthally integrated 
distribution vanishes. Coherence therefore resuicts the angular extent of the parton shower. In 
initial state radiation, if the radiated gluon canies only a small fraction of its parent’s energy, 
coherence amounts fo an ordering in the pi of the radiated gluons which increases as the hard 
parton-parton interaction is approached. If a gluon radiated from the initial state carries a large 
fraction of its parent’s energy coherence amounts to an ordering in the angle between the radiated 
gluon and the incoming initial-state parton, which implies that the cascade retains a memory of the 
incoming parton direction. For final state radiation coherence amounts to requiring that the 
emission angles of the radiated gluons with respect to their parents direcrion decrease at each 
branching. In the panon shower the internal legs after the primary parton-parton scattering are 
time-like, and those before the hard parton-parton scattering are space-like. the virtuality of the 
space-like partons increasing as the primary hard vertex is approached. 
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Gluon radiation is stopped when the virtual gluon mass falls below a cut-off which is set equai 
to 0.65 GeV/c’. All outgoing gluons are then split into iight iu or d) quark-antiquark pairs with an 
isotropic distribution in the gluon rest frame, where the virtual gluon mass is set equal to the cut- 
off value. The quarks and antiquarks are then combined into color-singlet clusters by taking a 
quark from one gluon with an antiquark from a neighboring gluon. The distribution of cluster 
masses peaks at low values. There are a small number of clusters that have high mass and these ate 
forced to undergo fission until their mass falls below a fission threshold of 3 GeV/cZ. Clusters 
with a mass less than the fission threshold but greater than twice the mass of the lightest available 
hadron are decayed isotropically into pairs of hadrons. Clusters too light to decay into a hadron 
pair are identified with the lightest available hadron where the mass shift is accommodated by 
exchange of energy with a neighboring cluster. This fragmentation model conserves energy, 
momentum, and flavor. 

The HERWIG Monte Carlo program treats the spectator system as a soft collision between 
beam clusters, using a parametrization based on UA5 data from the CERN pp Collider, followed 
by the same fragmentation model used for the hard parton-parton scattering. The spectator system 
is treated independently of the hard parton-pat-ton scattering. 

HERWIG generates 2 + 2 processes above a specified ppd. where p;=’ is the pT of the 

outgoing partons from the hard-scatter before any radiation has occurred. We have set the 
minimum $““, to 80 GeV/c. This relatively low value of p:ad is necessary to obtain an unbiased 

Monte Carlo sample in which adequate account is taken of events in which the detector response 
has fluctuated upwards by several standard deviations and/or the spectator system, including the 
initial state radiation, makes an unusually large contribution to the ZE,. The contribution to the 
ZE, > 400 GeV sample from events with an underlying $ad < 80 GeV/c is estimated to be less 
than 1%. Unfortunately with a minimum ppd of 80 GeV/c many events must be generated to 

obtain one event with an observed XE, > 400 GeV and the statistical significance of the Monte 

Car10 samples is therefore limited by the availability of computing resources. 

B. Simulation of the CDF Detector 

The observed energy depositions in the detector are on average less than the true energies of the 
associated particles for a variety of reasons: (i) the calorimeter response to low energy charged 
pions is non-linear. (ii) the radius of curvature of charged particles with pr < 400 MeV/c in the 

CDF magnetic field is such that they do not reach the calorimeter, (iii) the energy of particles 
showering in uninstrumented regions of the calorimeter is fully or partially lost ifor example at the 
e boundaries between calorimeter modules in the central region. or at the TV boundaries between the 
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two halves of the central calorimeter), and (iv) energy taken away by neutrinos is not detected in 
the calorimeter. and only a small fraction of the energy of muons with pr >) 2 GeV/c is detected As 
a result of these effects the L&detected in an event tends to be less than the sum of the transverse 

energies of the outgoing stable particles produced in the interaction. The calculated ratio of detected 
to generated ;r;E, is shown as a function of the generated nS, in Fig. 3, which was obtained using 
the HERWIG Monte Carlo generator together with the CDF detector simulation program. At high 
CE, most of the E, loss is due to energy deposited in uninsmtmented regions of the calorimeters. 
On average about 80% of the generated ET is detected. At lower Z% the relative losses due to the 
calorimeter non-linearities and the low-h cut-off imposed by the magnetic field become more. 
important, and the fraction of the generated E, that is detected decreases with decreasing q. In 
the region of interest (observed El?t > 400 GeV) most of the observed ET is associated with high- 
pr jet production, and to a good approximation the measured jet-bs, as well as the measured Xl+, 

are expected on average to be about 80% of the sum of the transverse momenta of the particles 
associated with the jet. Further details of the relationship between generated and reconsuncted jet 
parameters can be found in ref. 2. 

In the analysis described in this paper measured distributions are compared with QCD 
predictions based on the HERWIG Monte Carlo program and a simulation of the CDF detector. 
The detector simulation program exuapolates the final state particle trajectories through the 
magnetic field to the calorimeter cells. The average calorimeter responses and resolutions for 
charged pions, photons, electrons, and muons have been parametrized and tuned to reproduce (i) 
testbeam measurements for particles with momenta from a few GeV/c up to about 200 GeV/c, and 
(ii) studies of isolated charged particles produced in proton - antipmton collisions. The simulation 
includes the variation of response across boundaries between calorimeter cells, zero response in 
uninsmtmented regions, calorimeter non-linearities, and the observed distribution of vertex 
positions about the mean position at the center of the detector. 

C. Systematic Uncertainties 

Uncertainties on the QCD predictions arise from uncertainties on the choice of structure 
function for the colliding hadrons, the Qz scale used in evaluating the running suong coupling 
constant a,(Q*) for the hard parton-patton scattering, and the fragmentation model used for the 

outgoing hadron jets. In addition there is an uncertainty on the simulation of the detector response. 

The structure functions available in HERWIG version 4.3 are D014, D02. EHLQ15, and 
EHLQ2. Both DO and EHLQ have &o = 200 GeV for set 1 and boo = 400 GeV for set 2. To 

map out the variation in the predictions with choice of structure function, Monte Carlo datasets 
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have been generated for all four structure function sets. Note that more modern structure functions 
which have recently become available tend to yield predictions within the envelope bracketed by the 
DO and EHLQ structure functions. The Q* scale for the hard interaction is delined in HERWIG as: 

Q2= 2stu 
(9 + t* + u2) 

where s. t, and u are the Mandelstam variables. This scale is approximately equal to (d;Xd)2. To 

map out the variation in the predictions with choice of the Q* scale we have also generated Monte 
Carlo datasets with Q* = stu/2(s2+t2+u2) and Q* = 8stu/(s*+t*+u*). To estimate the uncertainties 
associated with the fragmentation model used in HERWIG, in addition to generating datasets using 
HERWIG version 4.3, we have also generated a Monte Carlo dataset using version 5.0 in which 
the parameters controlling the fragmentation have been retuned on OPAL data. In particular the 
virtual gluon mass cut-off has been increased to 0.75 GeV/c*, and the fission threshold has been 
raised to 3.5 GeV/c*. To account for the uncertainties in the calorimeter response implemented in 
the detector simulation program. Monte Carlo datasets were generated with the nominal calorimeter 
response increased by one standard deviation and decreased by one standard deviation. 

There are thus a total of nine HERWIG Monte Carlo samples, which are listed in table I, that 
have been reconstructed using the CDF detector simulation and reconstruction code. Each Monte 
Carlo sample has been generated so that it contains about 500 events after application of the event 
selection criteria used to select high-XI+ events from the CDF data. 

V. EVENT SELECTION 

The highest ZET events have been selected from the TOTAL-ET-120 and TOTAL_ET-150 
triggers described in Sec. IID. These events were passed through a pm=filter that required ZEET > 
45 GeV, where the sum was over all clusters with E, > 5 GeV. 

The primary selection criterion for the high-St event sample was the requirement ZEr > 400 
GeV. In the present analysis the sum is over all calorimeter towers with ET 2 500 MeV. The 500 
MeV threshold was chosen to (i) be high enough to ensure that any differences observed between 
data and Monte Carlo predictions are not due to poor simulation of noise in the calorimeters, (ii) 
reduce to an acceptable level the contamination from multiple-interaction events which is observed 
to decrease as the calorimeter tower threshold is raised, and (iii) be low enough such that we do not 
seriously bias our sampie against non-jet-like events having high ZE,. Large pulses are sometimes 
observed in isolated gas proportional chamber sampiing layers of the calorimeter towers covering 
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the region lnl > 1. These pulses arc believed to be due to neutron interactions6 in the chambers, and 
arc removed on an event by event basis before the XEr is calculated. 

The requirement IEr > 400 GeV selects I189 events. The high Zt in many of these events 

can be attributed to a high energy cosmic ray interaction in one of the calorimeters, or a large 
energy deposition associated with one or more beam halo particles interacting in the gas 
calorimeters. To reduce these backgrounds we reject events with a total observed energy in excess 
of 2000 GeV, or with a large energy deposition in the central hadron calorimeter out-of-time with 
the proton-antiproton collision. We are left with 358 events. 

The remaining cosmic ray and beam halo background is expected to exhibit a large transverse 
energy imbalance. We define the missing-transverse-energy-significance7 

s 5s s&g, 

where the missing-transverse-energy 

and -qi is a vector which points from from the interaction point to the calorimeter cell and has a 

magnitude equal to the cell q. The distribution of S for the high-e event sample is compared in 
Fig. 4 with the expectations from the HERWIG Monte Carlo plus CDF detector simulation Monte 
Carlo. The distribution of events at low S is well described by the Monte Carlo. However, in the 
region S > 6 where we predict only 2 events we observe 51 events. The fraction of the ZE, 

deposited in the EM calorimeters is shown in Fig. 5 for (a) the 51 events with S > 6, and (b) the 
307 events with S < 6. The majority of the high-S events have an EM fraction close to zero or one, 
characteristic of cosmic ray and beam halo interactions. We therefore remove the high-S events 
from our sample by requiting that S < 6. To confirm that the rejected high-S events are due to 
cosmic ray or beam halo interactions they were inspected using a high resolution graphics display. 
This revealed that (a) 5 events have large XI+ and large & due to beam halo interactions in the gas 
calorimeters, (b) 45 events have large ZEr and large & due to well identified cosmic rays that 
deposited energy in the central calorimeters (among these cosmic ray events are the two events in 
Fig. 5a with EM fraction between 0.1 and 0.9; these events have S values of 17 and 26), and (c) 1 
event has a large IET and large &r due to an isolated neutral energy deposition in the central EM 
calorimeters. Although we are unable to unambiguously identify this last event as a cosmic ray 
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interaction its characteristics are consistent with this hypothesis. Thus ail 51 rejected high-S events 
are beam halo events or well identified or suspected cosmic ray interactions. 

The ET distribution for the surviving 307 high-ZEr events is shown in Fig. 6 to be well 

described by our expectations based on HERWIG and the CDF detector simulation. The predicted 
I$ distribution reflects the experimental resolution on the measurement of the &. There is no 
evidence for a significant contribution to the high-q event sample from events in which high-h 
neutrinos or other non-interacting particles are emitted. 

Finally, we,wish to minimize the contribution to the event sample from multiple interactions in 
which the high-ZE, is due to the combined contributions from two or more events. Note that a 
high-E& trigger of the type we have used to obtain our event sample is biased towards multiple 

interactions. A check was therefore made for a second interaction reconstructed in the VTPC. In 
order to unambiguousiy define a second vertex we require at least 10 associated VTPC uacks for 
both vertices and a two-vertex separation in excess of 10 cm. In the sample passing the preceding 
cuts there are 28 events with at least two vertices reconstructed in the VTPC each with > 10 
associated uacks and a two-vertex separation > 10 cm. We classify these as resolved multiple 
interactions and remove them from our sample. The final high-Z+ sample consists of 279 events. 

VI. MULTIPLE INTERACTIONS 

Although the selection procedure removes events containing more than one identified pp 
interaction, multiple interactions not resolved in the VTPC remain in the sample. To calculate the 
contribution from unresolved multiple interactions to the high-EE, event sample we begin by 
defining the quantities N, (n=1,2,3...) which specify the total number of beam-beam crossings 

containing n p&i interactions in a minimum bias event sample. Using the luminosity history 
corresponding to the high-ZEr sample together with the minimum bias trigger cross-section of 41 
mb we obtain N, = 1.8 x IO”, N2 = 1.2 x IO’O, and N, = 6.1 x 10s. Therefore, the ratio of 
double interactions to single interactions in minimum bias events is N?/Nt = 0.068. To compute 
the fraction of events containing multiple interactions in the high-X+ sample we extract the EEt 
spectrum of the multiple interactions from the observed EE, spectrum (Fig. 7), which contains 

contributions from both single and multiple interactions. This calculation can either be done 
analytically or by an event mixing technique. Both methods have been used and give similar 
results. The event mixing technique enables the cuts applied in the EEE, selection to be taken into 
account. and the expected properties of multiple interactions contributing to the high-q sample to 
be calculated. Figure 8a shows as a function of Eq the predicted and observed fractions of events 

containing a multiple interaction that was resolved in the VTPC (vertex separation > 10 cm, and 2 
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10 tracks associated to each vertex). Smail differences between the predictions of the event mixing 
and analytical techniques are due to vertex assignment and single tower threshold effects in the 
calculation of the XEr for double interactions. These small effects are not included in the analytical 
calculation which assumes that the Z!+ contributions from the two component events add lineariy. 
The predictions give a reasonable description of the data at high-q, and demonstrate our ability 
to predict multiple interaction rates. In particular we predict that there should be 22 f 2 resolved 
multiple interactions removed by the VTPC cuts, in agreement with the 28 events actually 
removed. In Fig. 8b the predicted fraction of events containing muitiple interactions is shown as a 
function of ZE, for multiple interactions not resolved in the VTPC. At high ZEr the predicted 

fraction is 5.0 f 0.5 % , where the quoted uncertainty takes into account systematic uncertainties 
arising from the uncertainties on luminosity variations between different proton and antiproton 
bunches and variations over individual data runs, uncertainties on the observed ZLt spectrum due 
to trigger biases, and uncettainties on the uncalculated contributions from multiple interactions with 
n > 3. 

In the sample of 279 events with CEr > 400 GeV we expect 14 k 1 events containing an 
unresolved second interaction. The event mixing calculation predicts that the contribution to the 
Zq from the second interactions in these events is only 1.3% on average, and that the 14 second 
interactions in the sample contribute a total of less than one jet with pT > 10 GeV/c. The 
contributions to the high-qevent sample from multiple interactions can therefore be neglected. 

VII. EVENT CHARACTERISTICS AND THE SEARCH FOR HIGH-P, 

LEPTONS AND PHOTONS 

The 279 events in the final high-q sample were inspected on a graphics display, and all were 
found to have significant high-pr jet activity. Most events have a well defined two-jet or three-jet 

topology. All events have a well defined vertex in the VTPC. The energy flow in the plane 
uansverse to the beam axis is shown in Figs. 9a, 9b, and 9c for the three events with the highest 
XEr’s. Some events in the sample have a more complicated multi-jet topology. A particularly 

striking example is shown in Fig. 9d. 

A search was made for isolated central electrons and photons in the high-ZE, events by 
selecting clusters in the central EM calorimeter passing the following requirements: (i) pr > 10 
GeV/c, (ii) 11~1 < 1. (iii) EH,&EEM < 0.1 where E,, and E,,, are respectively the EM cluster 
energy and the energy in the hadronic calorimeter cells immediately behind the EM cluster, (iv) 
EBFde’ < 0.1 EFM where EFM is the EM cluster & and Epder 1s the sum of the uansverse energies 
in the calorimeter cells adjacent to the EM cluster towers, and (v) the number of CTC tracks 
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pointing to the cluster NT,, = 0 or 1 for photon and electron candidates respectively, and for 

electron candidates the uack must have a momentum exceeding 10% of the ciuster energy. These 
cuts select three events containing isolated electron candidates and five events containing isolated 
photon candidates. These events and their properties are listed in table II. 

We interpret the eight events containing electron or photon candidates as follows: 

[al Photon + jet(s) events. The observed rate of photon + jet(s) events is consistent with our 
expectations for (i) jet fluctuations that fake isolated high-pr photons (0.9 zb 0.2 fake 
photons) which we estimate by applying our selection criteria to the Monte Carlo high-Xr 

sample generated using Herwig and a simulation of the CDF detector, and (ii) direct photon 
production (1.2 * 0.1 direct photons) which we estimate using the Henvig Monte Carlo 
and a simulation of the CDFdetector to generate photon + jet events to O(acrs). 

PI Di-photon event (Fig. lOa). Using the HERWIG Monte Carlo program and the CDF 
detector simulation program we predict that one in six hundred jets in the high-w sample 
with ET > 10 GeV and 1111 < 1 fluctuate such that they pass the isolated photon selection 

criteria Taking into account the additional jet activity observed in the five events containing 
at least one photon candidate, we estimate that we expect 0.02 di-photon candidates in our 
event sample from this process. In addition we expect a contribution from QCD production 
of events with two photons, which we estimate is I O(O.l) events. 

[cl (e + jet) and (e + 3 jets) events. The observed rate of e + jet(s) events is consistent with our 
expectations for (i) jet fluctuations and heavy flavor production and decay giving genuine 
or fake isolated electron candidates (0.5 + 0.2 events) which we estimate by applying our 
selection criteria to the Monte Carlo high-& sample generated using the HERWIG Monte 

Carlo program and a simulation of the CDF detector, and (ii) W boson production and 
decay (0.8 f 0.4 events) which we also estimate by applying our selection criteria to a 
HERWIG Monte Carlo sample after detector simulation. 

[dl (e+e- + jet) event (Fig. lob): The e+e- pair-mass is 88 GeV/c*. We interpret this event as the 
production and (e+e-) decay of a high-pr Z” bosona. 

To search for centrai isolated high-p, muons and hadronic i-prong +t lepton decays in the high- 
LE, event sample, and to confm the results of the search for central isolated high-p-r electrons, 
we have selected CTC tracks with PT > 10 GeVic and InI < 1 passing the following quality and 

isolation cuts: (i) impact parameter cut IDI < 0.5 cm where IDI is the distance of the extrapolated 
track trajectory from the beam axis at the point of closest approach. (ii) distance of track 
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extrapolation from the vertex in the 2 direction IAZlio, < 4, (iii) Zp, < 2 GeVic summed over all 
additional CTC tracks in a cone centered on the track direction and of radius AR = 0.4 , and (iv) 
Cpr < 5 GeV/c summed over all additional CIC tracks in an annulus with inner radius AR = 0.4 
and outer radius AR = 0.7. Only three tracks in the sample pass these requirements, of which two 
are the e+ and e- in the high-b Z0 event, and one is the electron in the (e+jet) event. The electron 

in the (e + 3 jets) event did not pass the selection because it failed cut (iv); the nearest jet being 
within AR = 0.7 of the electron candidate. Thus there are no central isolated high-p, muon 
candidates in the sample, the only central isolated high-fi elecuon candidates are those listed in 
table II, and there are no isolated one-prong hadronic r-lepton decay candidates in the sample. It 
should be noted that energetic muons or r-leptons deposit only a part of their energy in the 
calorimeters. More events containing high-p, electrons are therefore expected in the high-ZE, 
event sample than those containing high-pr r-leptons or muons. 

VIII. THE do/dZE, DISTRIBUTION 

The uncorrected ZEr spectrum for the high-ZE, event sample is compared in Fig. 11 with the 

leading order QCD expectations using the DO1 structure functions and Q* = sru/2(s*+t%ta). The 
best description of the data for this choice of structure functions and Q* scale (~2 = 12.3 for 10 
degrees of freedom) is obtained when the predictions are scaled upwards by a factor K = 1.12. The 
QCD prediction for the shape of the differential cross-section tends to fall more steeply than the 
data, but is within the band of systematic experimental uncertainty associated with the uncertainty 
in the calorimeter energy scale. The other choices of ~mtcture function and Q* scale we have used 
give similar predictions for the shape of the ZEr spectrum, indistinguishable within the statistical 

uncertainty on the calculations, and yield renormalization factors K ranging from 1.5 for DOl, 
D02, and EHLQl with Q* = 2stu/(s*+t*+u*), to K = 2.8 for DO1 with Q2 = 8stu/(s*+t*+u*). We 
conclude that there is satisfactory agreement between QCD expectations and the observed ZE, 
spectrum of the highest-ET events observed by CDF. The data do not distinguish between the 

various choices of structum function and Q*-scale we have used. 

IX. INCLUSIVE JET RATES 

In Fig. 12 the observed jet-pr distribution for the high-Z% event sample is compared with the 

QCD expectations using the DO and EHLQ structure functions. The distribution shows the 
expected peaking at 200 GeV/c corresponding to half of the Zl+ threshold. and an increase in rate 
as the jet-& decreases towards zero. The predictions give a reasonable description of the data, 
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although there is some indication that the observed rate at intermediate jet uansverse momenta 
around 100 GeV/c is iower than the predicted rate. In addition to the differences in the predicted 
spectra corresponding to different choices of structure function, we have also examined the 
dependence of the predicted spectnmt on fragmentation model differences between HERWIG 4.3 
and HERWIG 5.0, and on the experimental uncertainty in the calorimeter response. The resulting 
differences in the predicted spectra are comparable with the statistical uncertainty of the predictions. 

In Fig. 13 the measured jet q-distributions are compared with predictions as a function of jet- 
pr. As the jet-pr increases the pseudorapidity “plateau” is seen to shrink. This trend has been 

observed before at CDFg and at the CERN pp colliderio. The variations in the HERWIG 
predictions for the various choices of structure functions. Q2 scale, calorimeter response, and 
HERWIG version are comparable to the statistical uncertainties of the Monte Carlo calculations. 
The QCD predictions give a reasonable description of the observed n distributions and the 
shrinking of the pseudorapidity plateau with increasing jet-p,.. 

X. SINGLE JET SHAPES AND MASSES 

To see if there is an excess of “fat” jets or “thin” jets in the high-ZE, sample, or jets with 

abnormally high or low mass, we begin by looking at the average jet profiles within a window in 
t~-$ space about the reconsmtcted jet axes. The average jet n-profiles have been constructed using 
all calorimeter cells i with E,, > 0.5 GeV that are within IAnJ < 0.5 and lAt&l c 0.5 with respect to 
the jet axis. Each of these cells makes a contribution of magnitude Efi/pr to the n-profile at position 

Ani, where pr is the transverse momentum of the associated jet. This procedure removes the jet-pt. 
scale from the profile plots. The average jet q-profiles are shown in Fig. 14 as a function of the jet- 
pr. The widths of the jet profiles shrink as the jet-pr increases. We note that the calorimeter cell 
size in the central region is An = 0.1 and At) = 0.26, and thus the average high-b jet in the sample 
has a core which is comparable to the size of a single cell. Superimposed on the measured jet 
profiles are four QCD curves, each of which have been calculated from a HERWIG Monte Carlo 
sample correspondiig to twice the statistical significance of the data. Variations between the curves 
therefore indicate the statistical uncertainty on the measured profiles. The agreement between the 
observed average jet profiles and the predictions is within this statistical uncertainty, and is 
impressive. The average jet profiles and their observed shrinking with increasing jet pr is therefore 

well described by the fragmentation model implemented in HERWIG. The predicted jet profiles are 
not sensitive to choice of smtcture function, Q* scale, calorimeter response, or HERWIG version. 

We next define the jet n-widths: 
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c bi%t 

WqE i 

TETi ' 

where the sums are over all calorimeter towers with transverse energy ETi > 0.5 GeV that are 

within the window (IArtJ < 0.5, IAo$ < 0.5) centered on the jet axis. Defined in this way the jet 
widths are sensitive to the fluctuations of the distribution of energy within the jet profile plots. The 
observed distributions of Wn are compared with QCD expectations in Fig. 15 as a function of jet- 
pr. The predictions, which are not sensitive to choice of structure function, Q* scale, calorimeter 
response, or HERWIG version, give an excellent description of the W, distributions. Note that 
the majority of jets with pT > 50 GeV/c have W,, < 0.1, and their widths reflect the granularity of 
the detector and not the intrinsic distribution of hadronic jet widths. A comparison of the W, 

distribution for Monte Carlo jets before and after simulation of the detector reveals that the width 
distribution in the region W, > 0.1 is not seriously distorted by detector effects. We conclude that 
there. is no evidence for an excess of very fat jets with W, > 0.1. 

Another measure of jet width is the single-jet mass MJ which we construct from the energy 

vectors Ei , defined as the vectors which have length equal to the calorimeter tower energies Ei and 

point from the interaction vertex to the center of the calorimeter cells. The single-jet mass is then 
defined such that: 

M,2 = T”; 2 - x(E;)* , 
(1 i 

where the sums are over all calorimeter towers having Efi > 0.5 GeV within the window (IAni < 

0.5, IA+1 < 0.5) centered on the reconstructed jet axis. The single jet mass distributions are 
compared to the Monte Carlo predictions in Fig. 16 as a function of jet-pr. The average jet mass is 
seen to increase with pr. The predictions give a good description of the data. A comparison of the 
M, distribution for Monte Carlo generated jets before and after simulation of the detector reveals 
that the reconstructed M, distribution for jets with low observed pr (pr < 100 GeV/c) peaks at 
significantly lower masses than the corresponding distribution calculated from the generated 
particle four-momenta associated with the cluster. This reflects the detector effects described in 
section 4.2 and the finite granularity of the calorimeters. The M, distribution is also seen to be 
distorted by detector effects for higher pr jets in the low M, region. However. for Monte Carlo 
generated jets with p-r > 100 GeV/c the reconstructed single-jet mass disttibution in the region M, > 
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20 GeV/c* is not significantly changed by the detector simulation. We conclude that there is no 
evidence for an excess of very massive jets with pr > 100 GeVic and MJ > 20 GeV/c’. 

XI. MULTIJET RATES AND PROPERTIES 

The observed uncorrected jet multiplicity distributions are shown in Fig. I7 as a function of the 
pr threshold above which we count jets. The agreement with QCD expectations is reasonable. The 

initial- and final-state gluon bremssuahlung model implemented in HERWIG appears to give a 
reasonable description of the rate of additional jets arising from higher-order processes. The 
predictions are not sensitive to choice of structure function, Q* scale, calorimeter response, or 
HERWIG version. We note that the Monte Carlo calculation does not include contributions to jet 
production from double-parton interactions. However this contribution is expecred to be smail. A 
naive estimate is obtained by noting that we find on average 0.012 jets per minimum bias event 
with jet pt > 10 GeVic and lnl < 2, and assuming that this same fraction of high-CE, events 
contains a second parton-parton interaction which produces an observed jet (p, > 10 GeV/c and lnl 
< 2). We would then expect only 3 jets in our event sample to arise from this source. 

We next define the variables H, which give the fraction of the total XE, in an event which is 
attributable to the sum of then highest-pr jets: 

iETj 

No pT or lnl cuts were applied to the jets used in computing the H,. Note that H, and H, were 
usedt1.12 to demonsuate two-jet dominance in high-X% events at the CERN proton-antiproton 
collider. Ht, Hz, Ha, and H, distributions are shown in Fig. 18. As expected H, peaks at 0.5 and 
Ha at 1.0, demonstrating the expected two-jet dominance. The agreement with the QCD predictions 
is reasonable. The measured Ha and H, distributions are less suongly peaked towards 1.0 than the 

predictions, which may indicate the need for a higher order QCD calculation. However the 
difference is small. Note that the level of disagreement corresponds to a discrepancy of the order of 
10 GeV of unclustered E, in events with XI+ > 400 GeV. 

The two-jet, three-jet, four-jet, and five-jet mass-distributions are shown in Fig. 19 for those 
events containing exactly two-, three-, four-, and five-jets with pT > 10 GeV and lnl < 2. The 
agreement with the QCD expectations is good. There is no significant evidence for any unexpected 
structure in any of the mass plots. 
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XII. SUMMARY 

We have selected pp interactions with observed ZE, > 400 GeV and compared the detailed 
properties of the high-& events with QCD expectations together with a simulation of the CDF 
detector. There are 279 events in the ZEr > 400 GeV sample which corresponds to an integrated 

luminosity of 4.0 * 0.3 pb-‘. 

The observed event rate is consistent with the QCD predictions. The observed distributions of 
jet multiplicity, jet-pr, jet-q, the fraction of the event ZE, associated with the one- and two- 
highest-pr jets, and the two-jet, three-jet, four-jet, and five-jet mass distributions are well 
described by expectations based on leading order QCD together with the gluon radiation model 
implemented in the HERWJG Monte Carlo program. Although we have not tuned HERWIG on 
CDF data, the QCD Monte Carlo calculation gives a satisfactory description of the observed jet 
shapes and single-jet masses. There is no evidence for a separate population of fat jets, or jets with 
high-mass. 

We see no clear evidence in the high-XEr event sample for any deviation from standard model 
expectations. In particular there is no evidence for an excess of isolated high-p-,. elecnons, muons, 
or tau-leptons. Furthermore, the agreement between the observed and predicted missing-Er 
distributions shows no evidence for an excess of high-pr neutrinos. We have identified several 
isolated high-pr photon candidates in the sample which are consistent with expectations from direct 

photon production and from jet fluctuations into one or more leading neutral pions which fake an 
isolated photon in the detector. There is also one spectacular di-photon event in the sample. 
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TABLE I: Summary of Monte Carlo Event Samples. 

Henvig structure 
Version function 

4.3 Do1 
4.3 Do2 
4.3 EHLQl 

4.3 E=Q2 

4.3 DO1 
!4.3 DO1 
4.3 Do1 
4.3 Do1 
5.0 DO1 

Q2 scale Calorimeter 
response 

2stu/(s2+tZ+u2) nominal 
2stu/(s*+t2+u2) nominal 
2stu/(s2+t2+u2) nominal 
2stu/(s2+t2+u2) nominal 
stu/2(s2+t2+d) nominal 
Sstu/(s2+t2+G) nominal 
2stul(s2+t2+u2) +I rs 

2stU/(s*+t2+Uq -1 d 
2stu/(s2+t2+u2) nominai 
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TABLE II: Propenies of the 8 events containing electron or photon candidates in the XE, > 
400 GeV sample. The electron and photon candidates pass the requirements: (i) Br > 10 GeV, (ii) 

lrll < 1, (iii) EH~EM < 0.1, (iv) E, in the towers bordering the EM cluster c 0.1 EF”. In addition 
the photons are required to have no CTC nacks associated with the cluster, and the electrons to 
have one and only one track associated with the cluster and this sack must have a momentum 
:xceeding 10% of the clur 

EVEN-l-S 

:r eneruy. 

CLUSTERS 
E PT @ 

TYPE (CkV) (GeVk) (de@ 
11 

Y 285 234 82 -0.65 

TYPE ‘=r s” 
GeV) 

(+Jet 434 2.1 

(+Jets 470 1.3 

(+Jets 516 4.6 

(+Jets 520 1.7 

u+Jets 524 2.2 

:+Jet 479 3.3 

:+Jets 486 0.5 

:+e-+Jets 427 1.9 

Jet 199 190 256 0.23 
Y 206 196 180 -0.33 
Jet 189 186 339 -0.06 
Jet 257 72 87 1.95 
Y 293 293 333 -0.03 
~ Jet 113 109 163 -0.21 
~ Jet 97 88 135 -0.40 
MY 85 78 327 0.44 
Jet 273 212 170 -0.07 
Jet 184 147 2 0.69 
1 Jet 45 20 321 1.47 
IY 189 185 302 -0.21 
Y 99 94 25 -0.34 
Jet 176 173 150 0.05 
Jet 37 27 250 0.85 
Jet 42 11 41 1.98 

iet 356 235 258 201 64 246 0.85 0.57 
e 113 87 228 0.76 
Jet 250 210 59 -0.60 
Jet 115 112 209 0.21 
Jet 81 71 302 0.51 
e+ 162 121 250 -0.80 
e- 98 97 229 -0.09 
Jet 184 165 72 -0.43 
Jet 21 18 13 0.53 

COMMENTS 

m, = 176 GeV/cL 
(See figure 10a) 

Track pr = 64 GeV/c 

Track pr = 72 GeV/c 

pr (e+) = 8 1 GeV/c 
pr (e-1 = 57 GeV/c 
pr (e+e-) = 210 GeV/c 
mee = 88 GeV/c2 
(See fioure lob) 

*) The missing ET significance, S = E&ZEr. 
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Figure Captions 

A cut-away view through the forward half of CDF. The detector is forward-backward 
symmenic about the interaction point. 

Calorimeter towers in one of eight identical q-o quadrants (A$ = 900, q > 0). The 
heavy lines indicate module or chamber boundaries. 

The calculated ratio of detected to generated ZEr shown as a function of the generated 
ZE, for five HERWIG Monte Carlo event samples corresponding to five different 
ranges of generated pr hard The horizontal “error bars” indicate the rms of the generated 
ZE, distributions corresponding to each generated $=” range. The CDF detector 

simuiation was used to calculate the detected IEr for each Monte Carlo event. 

The distribution of missing-Er significance (S) for high-CEr events before the S-cut 

(solid histogram, see section V) compared with the expectation for QCD jet events 
based on the CDF detector simulation program (broken histogram). Note that a 
spurious energy deposition of 400 GeV would appear at S = 20 if there were no other 
energy depositions in the “event”. 

The fraction of the observed XEr in the electromagnetic calorimeters for those high-ZFt 

events with (a) S > 6, and (b) S < 6. 

Missing transverse energy distribution for events with +?Xr > 400 GeV and S < 6 (solid 

histogram) compared with expectations based on HERWIG and the CDF detector 
simulation (broken histogram). 

Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 

Fig. 5 

Fig. 6 

Fig. 7 

Fig. 8 

The observed raw XEr distribution assembled from a minimum-bias trigger and a 
variety of high-CE, triggers (as indicated). The ZE, has been computed with a single 

tower threshold of 500 MeV. 

The predicted fraction of events containing (a) resolved double interactions in the VTPC 
(Nra~ > 10, AZ > 10 cm), and(b) unresolved double interactions. shown as a function 
of XI+ The predictions have been obtained using the analytical (open circles) and event 

mixing (open boxes) calculations described in the text. The resoived double interaction 
fraction is compared with the observed second venex rate in the VTPC (closed circles). 
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Fig. 9 Energy flow in the transverse plane for the three events containing the highest total 
transverse energies [(a)-(c)] observed in the CDF high-ZE, data sample, and (d) an 
example of an event with a complicated jet topology. 

Fig. 10 Energy flow in the transverse plane for (a) the n+Jets candidate event, and (b) the ete- 
+Jets candidate event. 

Fig. 11 The observed (uncorrected) ZE, distribution in the region ZE, > 400 GeV (points) 

compared with the QCD (HERWIG 4.3) Monte Carlo predictions using the DO1 
structure functions and Q* = stu/2(s2+t2+u2). The broken lines indicate the systematic 
uncertainty on the measurements associated with the uncertainty on the calorimeter 
energy scale. 

Fig. 12 Jet transverse momentum distribution for jets with pseudorapidity lql < 2.0. The data 

(points) are compared with HERWIG predictions (solid histogram) using the suucturc 
functions as indicated, and the scale Q* = 2stu/(s2+t2+u2). 

Fig. 13 Jet pseudorapidity distributions shown for four different jet transverse momentum 
intervals as indicated. The data (points) are compared with HERWIG predictions using 
the DO1 (solid line), DO2 (short dashed line), EKLQl (long dashed line), and EHLQ2 
(dot-dashed line) structure functions, and the scale 42 = 2stu/(sa+ta+ua). 

Fig. 14 Average jet protile in pseudorapidity space. The distribution of jet transverse energy 
flow is shown for the energy detected within An < 0.5 and A6 < 0.5 of the 
reconstructed jet axis, averaged over all the jets in the ZE, > 400 GeV sample within 
the pseudorapidity range 1Aql < 2.0, and the pr range indicated on each of the six plots. 

The data (points) are compared with four Monte Carlo predictions corresponding to 
samples generated with HERWIG and each having about twice the statistics of the data. 

Fig. 15 Disaibution of jet widths in pseudorapidity-space W,, (as defined in the text) shown for 

six different regions of jet transverse momenta as indicated.The data (points) are 
compared with HERWIG predictions using the DO1 (solid line), DO2 (short dashed 
line), EHLQl (long dashed line), and EHLQ2 (dot-dashed line) suucture functions, 
and the scale Q2 = 2stu/(s2+t2+u2). 
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Fig. 16 Distribution of single-jet masses (as defined in the text) shown for six different regions 
of jet transverse momenta. The data (points) are compared with HERWIG predictions 
using the DO1 (solid line), DO2 (short dashed line), EHLQl (long dashed line), and 
EHLQZ (dot-dashed line) structure functions, and the scale Q* = 2stu/(s*+ta+u2). 

Fig. 17 Jet multiplicity distributions shown for jets with pseudorapidity lql < 2.0. The six plots 

correspond to the six different transverse momentum thresholds as indicated. The data 
(points) are compared with HERWIG predictions normalized to the data and using the 
DO1 (solid line), DO2 (short dashed line), EHLQI (long dashed line), and EHLQ2 
(dot-dashed line) structure functions, and the scale Qa = 2stu/($+t2+&). Note that at 
high jet transverse momentum thresholds the jet multiplicity distributions reflect twejet 

dominance together with the ZEr > 400 GeV requirement. 

Fig. IS Distributions of H,, Ha, Hs, and H, as defined in the text. The data (points) are 

compared with HERWIG predictions normalized to the data and using the DO1 (solid 
line), DO2 (short dashed line), EHLQl (long dashed line), and EHLQ2 (dot-dashed 
line) structure functions, and the scale Q2 = 2stu/(s2+t2+u2). 

Fig. 19 Multi-jet mass distributions for two-jet, three-jet, four-jet, and five-jet events, where 
jets are counted having transverse momentum greater than 10 GeV, and pseudorapidity 
lql < 2.0. The data (points) are compared with HERWIG predictions normalized to the 

data and using the DO1 (solid line), DO2 (short dashed line), EHLQI (long dashed 
line), and EHLQ2 (dot-dashed line) structure functions, and the scale 42 = 
2stu/(s2+t2+u2). 
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